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Experimental study of multilayer adsorption on fractal surfaces in porous media
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~Received 19 August 1998!

We report a nitrogen adsorption isotherm study on three shale samples that have been previously character-
ized by small-angle neutron scattering~SANS!. The scattering data establish that the pore surfaces in these
porous materials are self-similar fractals over a range of length scales between 5 and 500 Å, and the fractal
dimensionD varies between 2.59 and 2.83. For isothermal adsorption of multilayer liquid film on fractal
surfaces, the theoretical predictions are~i! the number of adsorbed moleculesN increases with the vapor
pressureP as N;@ ln(P0 /P)#D23 and ~ii ! the area of the liquid-vapor interfaceSI decreases asSI

;@ ln(P0 /P)#D22. We find that fitting our data to these predictions results inD values that are significantly
lower than the SANS results. More careful examination of the data reveals systematic deviations from the
predicted power-law behaviors. We discuss the assumptions and approximations made in the theories that
could have caused this discrepancy.@S1063-651X~99!06302-3#

PACS number~s!: 68.15.1e, 68.35.Ct, 61.43.2j, 05.70.2a
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I. INTRODUCTION

How gas molecules are adsorbed onto solid surfaces
increasing vapor pressure is one of the oldest question
surface physics@1#. Porous media are often used to stu
adsorption phenomena for their large internal surface a
@2#, but the experiments do not always agree with the th
ries. This is commonly attributed to the fact that the class
theories of adsorption consider only uniform and planar s
faces, while in fact most porous materials have internal s
faces that are heterogeneous and irregular. In recent yea
has become widely accepted that the geometric irregular
in many materials are statistically scale invariant, i.e., th
can be described asself-similar fractalswith noninteger di-
mensionsD between 2 and 3@3–7#. As a result, much effort
has been directed towards an understanding of adsorptio
fractal surfaces@8#. However, adsorption experiments o
well-characterized fractal systems are limited. The purp
of this paper is to present such a study so that the theore
predictions can be tested.

The initial suggestion that fractal surfaces are ubiquito
in porous media came from Avnir, Farin, and Pfeifer@3#.
They observed that the internal surface area of many na
materials~rocks, coals, etc.!, as determined by the standa
BET ~Brunauer-Emmett-Teller! adsorption isotherm tech
nique@1,2#, appeared to decrease as the size of the adso
molecules is increased. A canonical property of fractal s
faces is that the areaS decreases as a power law of th
resolution of measurementl:

S; l 2~L/ l !D; l 22D, ~1!

whereL is the linear size of the surface. Using this formu
to fit the data withl as the size of the adsorbed molecule
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Avnir et al. found that the fractal dimensionD varied be-
tween 2 and 3 for different materials. However, there
several reservations about their study@9–11#: the range of
length scales probed by changing molecular size is very l
ited, and the shape of the adsorbed molecules and thei
teractions with heterogeneous surface can alter the appa
area even in the absence of geometric roughness. In fact
may question whether the BET theory should be used
determine the surface area in the first place, because
intended for planar surfaces with uniform adsorption pot
tials, not for surfaces that are chemically inhomogeneous
geometrically irregular. Nevertheless, a number of later st
ies confirmed the ubiquitous presence of fractal surface
porous media. Katz and Thompson used image analysi
show that the pore-grain interfaces in sandstones are
similar over the length scale between 0.1 and 10mm, with D
between 2.57 and 2.87@4#. Bale and Schmidt studied lignite
coal with small-angle x-ray scattering~SAXS! and foundD
equal to 2.56@5#. Wong, Howard, and Lin used small-ang
neutron scattering~SANS! to study sandstone and sha
samples and foundD between 2.55 and 2.96 over a range
5–500 Å @6#. The qualitative picture that has emerged fro
these studies is that while the scaling behavior can ext
over several decades of length scales, the fractal dimen
D varies from system to system.

Studying adsorption of multilayer films on fractal surfac
with a single adsorbate, say, nitrogen molecules, is free
many of the complications in the original work of Avn
et al. @3# Chemical heterogeneity on the surface should
unimportant because the substrate becomes mostly shie
after the completion of the first monolayer. The thermod
namics of the liquidlike film and the vapor is the key co
sideration. The thickness of the film~z! should set themini-
mum radius of curvature of the liquid-vapor interface~r!,
either of which may be used as the measurement resolutl
in Eq. ~1!. These lengths can be varied from a few angstro
to a few hundred angstroms as the vapor pressureP is in-
2049 ©1999 The American Physical Society
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creased toward the saturation valueP0 at a fixed temperature
T. Fripiat et al. @12# and Coleet al. @13# extended the BET
theory to fractal surfaces, but Rosset al. @14# found that
fitting adsorption data to these theories resulted inD values
that disagreed with scattering data. Pfeiferet al. @15# modi-
fied the Frankel-Halsey-Hill~FHH! theory which was origi-
nally intended for van der Waals adsorption on planar s
faces, but Sahouliet al. @16# and Ismail and Pfeifer@17#
found that using their modified FHH theory to analyze a
sorption data gave unphysicalD values~less than 2! in some
systems. The failure of these theories may be attribute
the fact that both the BET- and FHH-type models ignore
liquid-vapor surface tension, that is, the lateral interactio
among the adsorbed molecules@18#.

The surface tension~g! is actually a key consideration fo
liquidlike film adsorbed on fractal surfaces. Since the liqu
vapor interface is curved everywhere, for a spherical me
cus with radius of curvaturer, the capillary pressure (2g/r )
determines the equilibrium state of the two phases acros
The well-known Kelvin equation relates the capillary pre
sure to the chemical potentials of the vapor~m! and the bulk
liquid with a flat surface (m0):

2g

r
5

m02m

VL /NA
5

RT

VL
ln~P0 /P!, ~2!

where VL is the molar volume of the liquid phase,NA is
Avogadro’s number, andR is the universal gas constan
@1,2#. As a result, more recent theories considered the gro
of the liquid film as a sequence of capillary condensation
increasingly large pores as the pressure is increased. Va
authors have arrived at similar predictions for the isothe
equation@19–21#. Several experiments have reported app
ent power-law behaviors that seem to be consistent with
theoretical predictions, but most were not performed on s
tems of known fractal dimensions@16,17,22,23#. In one
study on carbon black that included both adsorption isoth
and scattering experiments@24,25#, theD values obtained by
the two methods disagreed. However, the scattering dat
this case did not cover a wide range of length scales, and
also unclear whether the same range was probed by the
therms. Surveying over the literature, we find only one
stance where the isotherm and scattering data were cla
to agree@26#, but it turned out to be a misinterpretation of th
scattering data@27,28#. It is fair to say that the theoretica
predictions in Refs.@18–21# have not been fully tested.

In this paper, we report an adsorption isotherm exp
ment on several shale samples for which the surface fra
dimensionsD are known from previous SANS experiment
The isotherm data are taken to cover the same rang
length scales as that probed by SANS. Care was take
ensure that the thermal equilibrium was reached for ev
data point, and desorption data were taken to explicitly id
tify the capillary condensation regime. Our results show t
although the adsorption data exhibit approximate power-
behavior, theD values obtained using the existing theori
are consistently lower than the SANS results. There are
systematic deviations from the simple power-law behavi
predicted by the theories. Some of these may be attribute
structural changes in the adsorbed film with the film thic
ness, that is to say that the film does not have a cons
r-

-

to
e
s

-
s-

it.
-

th
n
us

r-
e

s-

m

in
is

so-
-
ed

i-
tal

of
to

ry
-
t

w

so
s
to
-
nt

density or surface tension like a bulk liquid. More impo
tantly, we believe some of the implicit assumptions and
proximations made in the theories may not be justified. O
main conclusion is that while the fractal nature of the po
surface affects the adsorption behavior, theD value cannot
be determined from the adsorption isotherms using the
rent theoretical methods.

The organization of this paper is as follows. In Sec. II w
give a brief review of the theoretical background and t
expressions used to analyze the adsorption data. In Sec
we describe the experimental method and the sample p
erties, including the SANS data. In particular, we show th
the two techniques probe the same length scales in
samples we have chosen. We then present the isotherm
and analyses in Sec. IV, and compare the results given by
two techniques. In Sec. V, we discuss our findings.

II. THEORETICAL BACKGROUND

An adsorption isotherm experiment measures the amo
of gas adsorbed on a substrate as a function of the equ
rium vapor pressureP at a fixed temperatureT. The surface
area ~S! of the substrate is determined by the number
adsorbed molecules (Nm) required to cover the surface wit
a monolayer and the cross-sectional area (sm) of the mol-
ecule. For a fractal surface of linear sizeL and dimensionD,
if the adsorbed molecules are of sizel, the combination of
two basic relationships,Nm;(L/ l )D andsm; l 2, yields Eq.
~1!. It should be noted that in any real system, the power-
behavior extends only over a finite range of length sca
say, froml 2 to l 1 . The lower limit l 2 may be as small as a
few angstroms, while the upper limitl 1 can be as large a
the pore radius. A smooth surface satisfies Eq.~1! with D
52, whereas a fractal surface can have 2,D,3. In a
multilayer adsorbed film, the thickness of the filmz shields
the small features on the surface. Theminimum radius of
curvaturer of the liquid-vapor interface is usuallyassumed
to be proportional toz ~see Sec. V, however!, hence eitherr
or z may serve as the measuring yardstickl. According to Eq.
~1!, the volume of the adsorbed film is

V'zS}z3~L/z!D}z32D}r 32D. ~3!

Further assuming that the surface tension and the densi
the film do not change with the film thickness, it follow
from Eq. ~2! that the number of adsorbed molecules in t
film is given by

N5N0@ ln~P0 /P!#D23, ~4!

whereN0 is a characteristic constant. This equation is co
monly referred to as thefractal FHH equation. Kardar and
Indekeu@18# and Cole and Pfeifer@8# came to this conclu-
sion by the simple scaling argument given above. Other
thors modeled the fractal surface as a collection of po
obeying a power-law pore size distributiong(r ), and consid-
ered the adsorption in each pore as the pressure is incre
We note that if the number density of pores of sizer is given
by g(r );r 2(11D), the surface area measured with a reso
tion l is
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S;E
l
r 2g~r !dr5E

l
r 12Ddr; l 22D ~5!

consistent with Eq.~1!. Avinir and Jaroniec@19# assumed
that the adsorption in each pore obeys the Dubinb
Radushkevich ~DR! isotherm which implicitly has r
}@ ln(P0 /P)#21, similar to Eq.~2!. Yin @20# considered the
sequential capillary condensation in pores from small
large, according to Eq.~2!, as the pressure is increased.
both cases, the isotherm equation is obtained by integra
the single pore filling over the size distributiong(r ), which
results in Eq.~4!.

It should be noted that the above theories ignore the s
strate potential and focus only on the liquid-vapor equil
rium. Pfeifer and Cole considered the relative strength of
substrate potential and the surface tension. They estim
that capillary condensation would occur when the film thic
nessz exceeds 10 Å. Below this thickness, they argued t
the substrate potential would dominate and the exponen
Eq. ~4! should be (D23)/3, due to the long-range 1/z3 van
der Waals potential~which is experienced by an adsorbe
molecule near the surface of a semi-infinite solid!. In prac-
tice, however, the range of thickness between one monol
and 10 Å is too small for the scaling behavior to be observ
This implies that in analyzing data in the thick-film regim
an additional constant term should be included in Eq.~4! to
represent the amount adsorbed before capillary condens
begins, that is,

N5N0@ ln~P0 /P!#D231NB . ~6!

A somewhat different line of reasoning based on therm
dynamics was adopted by Neimark@21#. He argued that the
area of the liquid-vapor interfaceSshould obey Eq.~1! with
its minimum radius of curvaturer as the measuring yard
stick. The increase in film thickness due to condensa
raisesr and, therefore, results in a smaller areaS. Since the
increase in bulk chemical potential is compensated by
reduction in interfacial free energy, i.e.,gdS1(m02m)dN
50, integrating from an initial film thickness in the fract
regime to the upper cutoff gives

2E
S

S1

dS5S2S15
kBT

g E
N

N1

ln~P0 /P!dN. ~7!

Using Eqs.~1! and ~2!, the integral on the right-hand sid
should obey

SI[
kBT

g E
N

N1

ln~P0 /P!dN5S0@ ln~P0 /P#D222SB ,

~8!

whereS0 andSB are empirical constants. This prediction c
be tested by numerically integrating the isotherm data to
tain SI and performing a least-squares fit. The uncertainty
the choice of the integral’s upper limit is unimportant b
cause it affects only the background constantSB but not the
power-law form. This approach is commonly referred to
the thermodynamic method.

Although the predictions of Eqs.~6! and~8! appear to be
quite different, they both follow directly from Eqs.~1!–~3!
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@29#, because the integral in Eq.~8! can be rewritten as
*r 21d(r 32D)}r 22D. The main difference between Eqs.~6!
and ~8! is in the additive constant, which is important
analyzing the experimental data. That is,NB in Eq. ~6! rep-
resents the molecules adsorbed on the surface before c
lary condensation initiates, whereasSB in Eq. ~8! is the area
of the liquid-vapor interface present when all the pores in
fractal regime are filled. In performing least-squares fits
the data, the fitting parameters are inevitably correlated
these additive constants can affect the apparent exponen
Sec. IV, we present analyses using both equations so tha
can assess the importance of this systematic error.

III. SAMPLE PROPERTIES AND EXPERIMENTAL
METHOD

Three samples of Frio shale, designated as H2, H4,
H8, are chosen for this study. Table I lists their basic pro
erties. Each sample is in the shape of a disk, approximate
cm in diameter and 0.31 cm in thickness. The bulk densi
of these samples are about 2.3 g/cm3. Since the grain densi
ties of common clay minerals and sands are approxima
2.6 g/cm3 @30#, the estimated porosities of these samples
in the neighborhood of 10%. Based on mercury injecti
analyses, which assume cylindrical pores, the pore diame
are below 1000 Å in these samples, with mean values va
ing between 100 and 200 Å.

SANS experiments had been previously performed on
same samples andD was found to be 2.83, 2.75, and 2.59 f
H2, H4, and H8, respectively. The SANS experimental d
tails are described in Ref.@6#. We note here only that the
scattering cross section per unit volume, or the intensityI, as
a function of the wave-vector transferq falls off as a power-
law @6,27#,

I ~q!5
A

q62D 1B, ~9!

where A is proportional to the internal surface area of t
sample and the constantB comes from the uncorrelated dis
order in the system. Figure 1 shows the SANS data and
fits to Eq. ~9! that resulted in the aboveD values. We note
that the H2 and H4 data cover about two decades inq
(0.002,q,0.2 Å21) and were taken on the same samp
as those used for the present study. The H8 data span

TABLE I. Basic properties of the samples.

Sample H2 H4 H8

Diameter~cm! 1.994~2! 1.999~2! 1.994~1!

Thickness~cm! 0.315 0.310 0.307
Sample volume~cm3! 0.984 0.973 0.959
Sample weight~g! 2.3457 2.2070 2.2210
Bulk densityr ~g/cm3! 2.3846 2.2684 2.3167
Porosityf512r/rg

a 8.3% 12.8% 10.9%
Mean pore diameter~A!b 110 165 172
Breakthrough diameter~A!b 660 490 700
D from SANS 2.83 2.75 2.59

aCalculated based on an assumed grain densityrg52.60 g/cm3.
bFrom mercury injection analyses that assumed cylindrical pore
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one decade inq and were taken on a 1-cm-thick sample th
was subsequently ground to a 0.3-cm thickness and use
this work. Although some systematic deviations from the
can be detected, especially near the two ends of the scale
middle range (0.005,q,0.05 Å21) is well described by the
power-law term in Eq.~9! and insensitive to the backgroun
constant B. This range corresponds to length scalesl
;1/q) between 20 and 200 Å which, as well shall see, fa
into the capillary condensation regime where Eqs.~6! and~8!
should be applicable. We note that although statistical er
in the D values given by the fits are within 0.01, the actu
uncertainties may be as large as 0.05 when the ranges o
fits are varied. Nevertheless, the differences inD values
among the three samples are large enough that we be
they are not experimental artifacts.

The properties of the three samples obtained from
isotherm data are listed in Table II. In particular, we note t
all three samples have specific areas of approximately
m2/g, which are an order of magnitude larger than those

FIG. 1. Small-angle neutron-scattering data of the shale sam
are well described by Eq.~9!.

TABLE II. Sample properties obtained from isotherm data.

Sample H2 H4 H8

P0 ~torr! 133.2~1! 133.6~1! 133.4~1!

Temperature~K! 65.121 65.138 65.131
Vfull ~cm3-STP! 74.5 89 78
Porosity 11.0% 13.3% 11.8%
V40 ~Vad adsorbed at 40 torr! 11.2 6.5 5.8
BET Vm ~cm3-STP! 7.5 4.2 3.8
Total BET areaSBET ~m2! 31.4 17.6 15.9
BET specific area~m2/g! 13.4 8.0 7.2
t
in

s
the

s

rs
l
the

ve

r
t
0
f

common sandstones and limestones. This is important
cause the sample must have a surface area that is much l
than that of the apparatus. We note that the cross-secti
area of a nitrogen molecule is approximately 0.156 nm2 at 65
K @31#. A monolayer covering an area of 20 m2 requires
about 1.1931020 molecules, which corresponds to an ST
gas volume (Vm) of 4.4 cm3. In contrast, the total pore vol
ume of a 10% porosity sample is about 0.094 cm3 and filling
it with liquid nitrogen at 65 K~densityr50.86 g/cm3! re-
quires an STP volume of 64.8 cm3 ~or 0.081 g!. This volume
is designated asVfull , whose values for the three samples a
listed in Table II. Based on the ratioVfull /Vm , we expect that
the power-law behavior in Eq.~6! is limited to about one
decade inN. It is also important to point out that the mea
pore diameters of these samples, as determined by mer
injection and listed in Table I, are less than 200 Å. Hence
upper cutoff of the fractal behavior should be at a com
rable length scale. Since the lower cutoff of the capilla
condensation regime is expected to be above 10 Å, the le
scales probed by the adsorption isotherm are well matche
that probed by the SANS experiment.

Before measuring the nitrogen adsorption isotherm,
foreign molecules adsorbed in the sample over its lifeti
have to be removed. This was achieved by first placing
sample in a quartz tube and having it pumped on conti
ously for several days using a standard two-stage pump
station. After this precleaning, the sample was quickly tra
ferred to a cylindrical copper cell used for the adsorpti
experiment. The inner diameter of the cell body~2.03 cm!
was made to fit the sample snugly but the height~0.76 cm!
was chosen to accommodate a range of sample thicknes
order to enhance temperature stability, the lid of the cell w
made to have a large thermal mass: a 180-g copper
about 6.35 cm in diameter and 0.635 cm in thickness.~The
cell body and the sample together weigh about 30 g! A 51-
mm-diam indium wire was used to make the vacuum s
between the cell body and the lid. A stainless-steel capill
of inner diameter 0.81 mm was soldered to the lid and c
nected the cell to the gas-handling system. The entire
assembly was mounted on a CTI closed cycle refrigera
which can cool down to 10 K. A heater wire~80-mm-diam
manganin with a resistance of about 58V! was wound
around the lid to vary the sample temperature between 1
and room temperature. A resistance thermometer~a Lake-
Shore Cernox CX1070 sensor! was attached to the top of th
lid, and a Quantum Design 1802 resistance bridge was u
to detect and control the temperature. We were able
achieve a stability of about63 mK.

The temperature of the experiment, 65 K, was chosen
two reasons. First, it is above the triple point of nitrog
~63.14 K!, so that the equilibration is between a liquidlik
wettingfilm and the vapor@31#. Second, because the surfa
tensiong increases with decreasing temperatureT, according
to Eq.~2!, by keepingT low andg large we can probe large
length scalesr without approaching the saturation pressu
too closely. We note that becauser diverges asP→P0 , the
conversion fromP to r becomes unreliable nearP0 , which
ultimately limits the length scales that could be reliab
probed by the isotherms. Based on the known values of
face tension for bulk liquid nitrogen at 70, 80, and 90 K@32#,

es
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we estimateg'12 dyn/cm for nitrogen at 65 K. Using Eq
~2! with VL532.56 cm3/mol @32#, the conversion relation is

r 5
2gVL

RT ln~P0 /P!
'

14.5 Å

ln~P0 /P!
, ~10!

whereP0 is approximately 133 torr at 65 K. Using Eq.~10!,
the range ofr probed by SANS, 5–500 Å, corresponds
0.055,P/P0,0.97, and the middle part of this range, 15
150 Å, corresponds to 0.38,P/P0,0.91. Hence the match
between the two types of experiments is nearly ideal. O
pressure measurements were made with a MKS capacit
gauge which has a resolution of 0.01 torr and covers a ra
of 0–1000 torr.

The isotherm measurements were made with a g
handling system situated at room temperature (29561 K). It
has a fixed dosing volume which holds nitrogen gas at
initial pressurePi and is connected to the sample c
through a valve. When the valve is opened briefly, a dos
gas is let into the sample cell and the pressure in the do
volume decreases to a final valuePf . From the reduction in
pressure (Pf2Pi) and the ideal gas law, we can deduce t
number of moleculesNtot entering the sample cell. In prac
tice, we use the gas volumeVtot ~expressed in units of cm3-
STP! as a measure ofNtot. ~They are related byNtot /NA
5Vtot/22.4 liters.! A nitrogen gas supply is used to rechar
the dosing volume when it is near depletion. The volume
the dosing container is 33.0~5! cm3, where the uncertainty is
due to the inaccuracy in estimating the volume in the c
necting valves. This error is unimportant because it o
changesNtot by a constant multiplicative factor. Howeve
room-temperature variations~;1 K! during the course of the
experiment affect the pressure reading in the dosing c
tainer and consequently cause the dosage to fluctuat
about 0.3%. In addition, we note that some of the gas m
ecules that enter the cell get adsorbed on the container
~about 11 cm2 in area!, and some fill the space surroundin
the sample and in the connecting capillary~total about 2.3
cm3 in volume!. The former is negligible compared with th
amount adsorbed inside the sample, and the latter has
subtracted fromVtot to obtain the actual amount adsorb
inside the sample (Vad). Taking into account all sources o
errors, we estimate that the total error inVad is less than 1%.
The worst case occurs at the low pressure end where
accuracy of the pressure gauge and the vapor backgro
correction are more important, but that is not the range
fractal analyses.

An important feature of our apparatus is that it allow
ample time for the sample to reach thermal equilibrium a
each incremental dose of gas. While commercial appar
built to determine BET area can finish an adsorptio
desorption cycle in less than an hour, each of our adsorp
steps took about two hours. A computer is used to mon
the pressure change with time after each dose. When the
no change within the reading resolution~0.01 torr! over 10
min we consider equilibrium is reached. We shall also po
out that on desorption near 40 torr, the lower limit of t
capillary condensation regime, the equilibration time w
found to be as long as eight hours. Altogether, a comp
adsorption-desorption cycle typically took more than o
week of continuous data acquisition.
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When the precleaned sample was first transferred to
apparatus, the system was pumped on through the
handling system. The outgassing rate was monitored peri
cally by letting the sample out-gas to the dosing volum
without pumping. Only when the pressure rise was less t
0.02 torr per hour did we begin cooling down the sample
isotherm measurements. To ensure that the data were re
ducible, we took data on each sample with at least t
adsorption-desorption cycles. This also turned out to be c
venient in that the first run usually mapped out the ove
features of the isotherm and the second filled in additio
data points where needed.

IV. RESULTS AND ANALYSES

Figure 2 shows the nitrogen adsorption-desorption i
therms for the three samples at 65 K where the adsor
amountVad is plotted as a function of pressureP. In each
case, we observe an extended hysteresis loop which is
signature of capillary condensation. At the low pressure e
hysteresis sets in around 40 torr. At the upper end, there
vertical rise just above 133 torr that marks the onset of b
condensation of nitrogen, and hence the saturation pres
P0 . Using Eq.~10!, we find that 40 torr corresponds to
minimum length scaler min'12 Å, consistent with Cole and
Pfeifer’s estimate of film thicknessz'10 Å @8#.

Figure 3 shows the details of the isotherms near sat
tion. We note thatP0 for the three samples differ slightly
about60.2 torr. This is due to the fact that the temperatu
of the sample cell could be reliably set only within60.01 K.
The precise values ofP0 are listed in Table II. Just below
P0 , near 132 torr as marked by an arrow, the adsorption

FIG. 2. Adsorption-desorption isotherms of nitrogen in thr
shale samples at 65 K. Bulk condensation occurs at about 133
Capillary condensation begins at about 40 torr for all three samp
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desorption data begin to diverge. We use this feature a
indication of the end of the capillary condensation regim
Although small differences between the adsorption and
sorption data persist above this pressure, they could be d
condensation on the outer surface of the sample and not i
interior pores. Assuming that all the interior pores are fill
up to 132 torr, we determineVfull for each sample. From th
density of liquid nitrogen at 65 K~0.86 g/cm3! and the
sample dimensions, we find that the sample porosityf is
between 11% and 13%. The values off for the three
samples are given in Table II, and they are consistent w
the values listed in Table I. According to Eq.~10!, 132 torr
corresponds to a maximum length scaler max.1000 Å ~the
exact value is sensitive to small variations inP0!. Thus the
range of r probed by the capillary condensation regime
roughly between 12 and 1000 Å. This is consistent with
mercury injection data which givemeanpore diameters in
the range of 100–200 Å and breakthrough diameters in
range of 500–800 Å~see Table I!. Due to the form of Eq.
~10!, the conversion fromP to r is highly sensitive to the
choice of P0 near saturation. Since the maximum leng
scale (;1/q) probed by SANS is only 500 Å and equating
with r in Eq. ~10! givesP5129 torr, we limit our analyses to
data below this pressure. We can see from Fig. 3 that
torr is safely inside the capillary condensation regime and
small change in the choice ofP0 is inconsequential to the
calculation ofr.

For the data below the capillary condensation region~i.e.,
P,40 torr in Fig. 2!, we first performed the standard BE
analyses using the equation

FIG. 3. Close-up view of the isotherm data near bulk saturat
The arrows mark the points where the adsorption and desorp
data begin to diverge significantly, which signal the end of capill
condensation. This occurs at about 132 torr for all three samp
The total amount adsorbed at this point (Vfull) is used to estimate
the porosity of the samples.
an
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P/P0

Vad~12P/P0!
5

1

Vmc
1

12c

Vmc
~P/P0!, ~11!

wherec is the BET constant andVm is the monolayer capac
ity expressed in cm3-STP ~that is,Vm/0.0224 m35Nm /NA!.
In Fig. 4 we show plots of the left-hand side of Eq.~11!
versusP/P0 for all three samples, using both adsorption a
desorption data in the rangeP/P0,0.12 ~or P,16 torr!.
That the points fall on a straight line indicates that Eq.~11!
works well, despite the fact that the assumptions in the B
model are not expected to hold for these highly hetero
neous samples. The slope of the lines5(12c)/Vmc and the
y intercepti 51/Vmc are used to compute the monolayer c
pacity: Vm51/(s1 i ). In practice, we findi !s, henceVm
'1/s. The BET surface area is given by

SBET5
smNAVm

0.0224 m35
4.18 m2

i 1s
, ~12!

wheresm is the effective area of a single nitrogen molecu
~At 77 K, sm for nitrogen is usually taken to be 16.2 Å2

based on the liquid density of 0.81 g/cm3, which is supported
by the experimental observations on a variety of surfaces@2#.
We usesm'15.6 Å2 at 65 K based on the increased dens
of 0.86 g/cm3 @31#.! The values ofVm and SBET for each
sample are listed in Table II. We should note that theVm and
SBET are only weakly sensitive to the pressure range
choose to perform the BET analyses. For example, even
ing data up toP/P0'0.4 ~or P'53 torr!, which extends into
the capillary condensation regime,Vm and SBET increase
only by 10–15 %, but small systematic deviations from li

.
on
y
s.

FIG. 4. BET plots of the low pressure data~from both adsorp-
tion and desorption isotherms! for the three samples. The surfac
area is determined from the slopes and the intercepti of the fit
according to Eq.~12!.
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earity can also be seen in plots like those in Fig. 4. While
may be tempting to improve the fits of the low-pressure d
by using the fractal BET model@12,13# or the fractal van der
Waals model@15#, which ignore surface tension effects,
would be misleading to do so. We list in Table II the amou
adsorbed at 40 torr (V40) for each sample and note that the
are only about 50% larger thanVm . This implies that capil-
lary condensation begins when the adsorbed film is no m
than two layers thick on average, orz,8 Å. The fractal
models in Refs.@12,13,15# are intended to describe the r
gion between a monolayer and the onset of capillary cond
sation. For the present case, this would mean between
and two layers. Clearly, scaling analysis over such a nar
range would not be meaningful. Furthermore, it is useful
note thatP540 torr in Eq.~10! gives r'12 Å.z. With the
usual assumption thatr}z, we expect the film thickness t
be always less than the Kelvin radius computed from
~10!. A proper fractal analysis should use only the adsorpt
branch of the isotherm above 40 torr. The reason that
desorption branch is not applicable is that on desorption
pores in the interior of the sample that satisfy Eq.~10! cannot
empty until those on the outer part have emptied, so that t
can have access to the surrounding vapor@33#. This accessi-
bility is not an issue on adsorption.

Fractal analyses found in the literature@16,17,22–24# are
based on fitting adsorption data to Eqs.~6! and~8!, but they
often ignore the background constants. Typically a linear
of the data on log-log scales is used to find a slope, fr
which the fractal dimensionD is obtained. In Figs. 5 and 6
we show the results of such analyses. Figure 5 consist
plots of log10(Vad/Vfull) versus log10(r ) for the adsorption
data, wherer is calculated from the pressureP using Eq.
~10!. The data appear to fit a straight line over about t
decades inr. The range of the fit is indicated by the arrows
each plot, approximately between 4 and 500 Å. Based on
~6! without the constant termNB , the slope of the line
should be 32D. We find that theD values so obtained fal
in the range 2.43–2.54, somewhat lower than the values
tained by SANS over the same range of length scales. S
lar analyses using Eq.~8! without the constant termSB do
not fare much better. The integral forSI in Eq. ~8! was com-
puted numerically from the adsorption data using the st
dard trapezoidal rule. Figure 6 shows plots of log10(SI) ver-
sus log10(r ) for the three samples. Similar to Fig. 5, the da
appear to follow a straight line over nearly two decades inr.
If the slope of the line were to be (22D), the D values
would be between 2.50 and 2.63, slightly higher than th
obtained from Fig. 5, but still lower than the SANS resul

Table III tabulates theD values obtained from Figs. 5 an
6. We note that they are consistently lower than the SA
results for all three samples. The disagreement is not sur
ing since Eqs.~6! and~8! should not be applied over such
wide range of length scales and the additive constants sh
be included to represent contributions outside the fractal
gime. In both Figs. 5 and 6, we divide each plot into fo
quadrants with a horizontal dashed line corresponding to
BET monolayer coverage and a vertical dotted line ar
512 Å marking the onset of capillary condensation.
should be clear that Eqs.~6! and ~8! are applicable only to
the data points that are to the right of the vertical lin
Careful examination of the data in Figs. 5 and 6 reveals
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they display the same pattern of systematic deviations fr
the straight line. Each plot in Fig. 5 exhibits a shoulder ju
to the right of the vertical line and the corresponding plot
Fig. 6 shows a dip at the same place. The slope of each
in Figs. 5 and 6 steepens with increasingr beyond this point
(r'20 Å), which is consistent with a positive backgroun
term in Eq.~6! and a negative one in Eq.~8!.

Figures 7 and 8 show the analyses using only the ads
tion data in the capillary condensation regime. The so
lines represent the results of nonlinear least-squares fit
Eqs.~6! and~8!. The lower limits of all the fits are chosen t
be about 20 Å to be safely above the 12 Å threshold. T
upper limits of the fits vary between 300 and 500 Å. With
extra fitting parameter and a narrower range, the quality
the fits is improved compared to that in Figs. 5 and 6. Ho
ever, theD values so obtained are even lower, in the range
2.2–2.4 as given in Table III, making them unmistakab
lower than the SANS results. We note that H2 has the hi
est D value in every analysis. H4 and H8 have nearly t
sameD values from the isotherms, but differ in their SAN
results. The latter may be due to the fact that the SANS d
on H8 were taken on a thicker sample and over a sma
range ofq, thus not directly comparable. It is interesting
observe that the horizontal dashed lines in Fig. 6~or Fig. 8!
intersect the data points atr values ~or pressures! slightly

FIG. 5. Log10(Vad/Vfull) vs log10(r ) for the three samples usin
the adsorption isotherm data in Fig. 2. The plots appear to be lin
over two decades inr. According to Eq.~6!, the slope is 32D. The
arrows indicate the range of data used in the linear regression.
horizontal dashed line corresponds to the BET monolayer cove
and the vertical dotted line marks the pressure~40 torr! at which
capillary condensation begins. Note that Eq.~6! is applicable only
to the data to the right of the vertical dotted line.
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higher than those in Fig. 5~or Fig. 7!. This shows that al-
though Eqs.~6! and~8! are mathematically related, they ca
give somewhat different results in data analyses due to
tematic errors. The constantNB in Eq. ~6! accounts for the
amount adsorbed at the lower end of the capillary conde
tion regime, whileSB in Eq. ~8! accounts for the liquid-vapo
interface present at the upper end. The inclusion of th
fitting parameters inevitably affects the other parameter
the fit. The difference inD values obtained from the two
types of fits is a useful estimate of the systematic error. Fr
the values listed in Table III, this difference is about 0
which is much larger than the errors of the individual fi
However, even allowing for larger error bars, we still cann
reconcile the isotherm findings with the SANS results. In

FIG. 6. Log10(SI) vs log10(r ) for the three samples using th
adsorption isotherm data in Fig. 2. The plots appear to be lin
over about two decades inr. According to Eq.~8!, the slope is 2
2D. The arrows indicate the range of data used in the linear
gression. The dashed and dotted lines have the same meanin
those in Fig. 5. Note that Eq.~8! is applicable only to the data to th
right of the vertical dotted line.

TABLE III. Summary of D values obtained from SANS an
isotherm data.

Sample H2 H4 H8

D from SANS 2.83~1! 2.75~1! 2.59~1!

D from Fig. 5 2.54~5! 2.43~1! 2.46~2!

D from Fig. 6 2.63~1! 2.50~1! 2.50~1!

D from Fig. 7 2.39~1! 2.24~1! 2.20~1!

D from Fig. 8 2.34~2! 2.31~3! 2.31~5!
s-

a-

se
in

m
,
.
t
e

next section, we discuss the possible reasons for this disc
ancy.

V. DISCUSSION AND CONCLUSIONS

From the results presented in the preceding section,
clear that although the adsorption isotherm data exhibit
parent power-law behavior, the fractal dimensions obtain
from either Eq.~6! or Eq. ~8! are consistently lower than th
SANS results for all three samples. This is the case reg
less of how the data are analyzed. The fact that the m
stringent analyses in Figs. 7 and 8 yield a larger disagr
ment between the two types of experiments only reinfor
this conclusion. We consider here the possible reasons
this finding.

The most obvious shortcoming of the adsorption analy
has to do with using the Kelvin equation@Eq. ~2!# to relate
the minimum radius of curvaturer to the pressureP. This is
actually unphysical because it implies that the substrate
ometry is irrelevant while, in fact, it is the substrate geo
etry that causes the local curvatures of the liquid-vapor
terface to vary in the first place. Clearly, the substr
potential should not be ignored even for films that are c
sidered to bethick. In other words, neglecting the substra
potential can only be justified in the limit that the film is s
thick that the adsorption data offer no information about
underlying substrate geometry, which is clearly not what
are interested in. To illustrate this point more explicitly, w
may consider capillary condensation inside a spherical p

ar

e-
s as

FIG. 7. Nonlinear least-squares fits ofVad/Vfull vs r using Eq.
~6! in the capillary condensation region result in fractal dimensio
lower than those obtained from Fig. 5. The arrows and the das
and dotted lines have the same meanings as those in Fig. 5.
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Suppose that the pore radius isR and the radius of curvatur
of the meniscus isr, then the film thickness

z5R2r . ~13!

For a molecule of volumea3, in the limit of a!z!R, the
van der Waals attraction to the pore wall is proportional
1/z3. Following Cohenet al.’s work on cylindrical pores
@34#, we can write

aa3

z3 1
2ga3

r
5Dm5kBT lnS P0

P D , ~14!

wherea is a constant. Equation~2! is valid if the adsorbed
film is thick enough, such that the 1/z3 term is small and the
entire film has only one radius of curvature. On a rou
surface, the radius of curvature of the film might vary b
cause the substrate potential is different everywhere and
not be of the simple 1/z3 form. As discussed in Sec. IV, at 4
torr where capillary condensation begins, the Kelvin radiu
12 Å and the amount adsorbed corresponds to only 1.5 B
monolayers~V40/Vm'1.5 in Table II!. Thus, not only are
the assumptions in the Kelvin equation unjustified, even
~14! may not be a good approximation, for the pore may
be spherical and the requirement fora!z!R may not be
met. Nevertheless, Eq.~14! allows us to see explicitly the
kind of error that can result from using the Kelvin equati
to computer in the analyses. It should be clear that with t
right-hand side~RHS! fixed, including any attractive sub
strate potential on the left-hand side~LHS! implies a smaller

FIG. 8. Nonlinear least-squares fits ofSI vs r using Eq.~8! in
the capillary condensation region result in fractal dimensions lo
than those found in Fig. 6. The arrows and the dashed and do
lines have the same meanings as those in Fig. 5.
h
-
ay

is
T

.
t

(1/r ) term. This would result inr values that are larger tha
those computed from Eq.~10!. Since the potential is stronge
and the correction tor larger at short length scales, th
would result in steeper slopes in all the plots in Figs. 5–
However, steeper slopes mean smallerD values in Figs. 5
and 7 and largerD values in Figs. 6 and 8. This appare
contradiction may be resolved by considering additional c
rections due to the changes in density and surface tensio
the liquidlike film with increasing thickness. We note th
Ref. @2# cited calculations suggesting that the liquid-vap
surface tensiong increases by as much as 50% as the rad
of curvaturer is decreased from 100 to 10 Å, with a larg
percentage correction at smallerr. This affects both the cal-
culation of r in Eq. ~14! and that ofSI in Eq. ~8!. Further-
more, the presence of the substrate potential implies tha
molecular volumea3 ~density! is smaller~larger! for thinner
films. How all these factors combine to change the conv
sion fromP to r in Eq. ~10! is unclear. It is fair to say that the
changes in liquid properties in small pores should preclu
us from using Eqs.~6! and ~8! to determine the fractal di-
mension. In fact, the difference between the isotherm
SANS results may be exploited to understand how liq
properties are altered inside small pores.

Putting the details of liquid properties in small por
aside, a more fundamental problem has to do with the dif
ent ways by which the isotherms and the SANS probe
pore geometry. At a crude level, both techniques rely on
scaling behavior of the volume of a boundary layer that lin
the pore surface with thicknessz, i.e., Eq.~3!, but in details
they are different. The scattering function in Eq.~9! comes
directly from the Fourier transform of Eq.~3! @27#, so the
interpretation of the data is relatively unambiguous. St
deviations from the asymptotic 1/q62D behavior can occur
because the range of scaling is finite and short-range co
lations may exist. In the adsorption experiment, however,
liquid-vapor interface is not at a constant distancez from the
surface; instead, it is smoothed by the surface tension eff
and characterized by a constant chemical potential. Th
fore, strictly speaking,the volume occupied by the film is n
identical to that probed by SANS. Substituting the minimum
radius of curvaturer for z in Eq. ~3! presumes that the two
lengths are proportional to each other, and the differenc
the boundary layer volume is unimportant. While these
sumptions may seem intuitively reasonable they are by
means obvious or proven. It is actually not difficult to give
counterexample. Specifically, let us consider the case
which the fractal surface is represented by a power-law
tribution of independent spheres withg(r );r 2(11D) and the
conditions for Eq.~14! are satisfied. In each sphere, Eq.~13!
shows that an increase in the film thickness results in a
crease in the radius of curvature, thus the condition thar
}z is not satisfied. Substituting Eq.~13! into Eq.~14! further
indicates that bothz and r depend not only on the vapo
pressureP, but also on the pore radiusR. As pointed out in
Ref. @34#, capillary condensation occurs when Eqs.~13! and
~14! fail to give a real solution for r or z, and this occurs
when the LHS of Eq.~14! reaches a minimum. The reason
that the LHS of Eq.~14! is always greater than zero but th
RHS falls to zero whenP→P0 . Since the LHS diverges a
z50 andz5R, it must have a minimum between these lim
its, and the film thickness can grow fromz50 only up to the
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point at which this minimum is reached. Thus the thresh
thickness (zc) or radius (r c) for condensation can be foun
by minimizing the LHS with respect to eitherz or r, which
gives

r c5~2g/3a!1/2zc
2. ~15!

This result shows that even though theminimumradius of
curvaturer increases with the film thicknessz, the propor-
tionality between the two lengths is not necessarily linea

Modeling the fractal surface as a power-law distributi
of spherical pores allows us to identify another problem
using Eq.~6! or Eq. ~8!. From Eqs.~13!–~15!, we can deter-
mine a threshold pore radiusRc for a given pressureP
,P0 , such that pores with smaller radii are completely fill
and those with larger radii are covered with a film on t
surface. The total amount adsorbed at the given pressu
given by

N5
4p

3
nH E

R2

Rc
R3g~R!dR1E

Rc

R1

~R32r 3!g~R!dRJ ,

~16!

where R2 and R1 are the upper and lower limits of th
power-law distribution functiong(R) and the pressure de
pendence is implicit inRc andr. We note that in Yin’s deri-
vation @20# of Eq. ~6!, the film contribution is ignored. This
d

-
.

d

is

approximation may be justified theoretically in the limit th
the film thickness is much smaller than the pore radius.
practice, however, we can see from Table II that the ra
Vfull /Vin is not very large~less than 20!. Hence the film in
the unfilled pores contains a significant amount of adsorb
that increases with pressure. Qualitatively, separating
amount from the data in Fig. 5~or Fig. 7! would result in
smaller slopes in the log-log plots and give largerD values.
To account for this amount quantitatively is difficult, but
would be useful to analyze its effects using the simple mo
of spherical pores. This will allow us to examine the relati
importance of the two terms in Eq.~16!.

In summary, we have carried out a detailed adsorpt
isotherm study on shale samples with known fractal dim
sions. We find that fitting the data to the existing theor
gives fractal dimensions that are consistently lower than
values determined by SANS. We have discussed severa
fects that may have caused the discrepancy. We are curre
pursuing a numerical study to investigate these effects.
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